Xiaohan Chen

Basic Information

Email: xhchrn@gmail.com Web: xiaohanchen.com GitHub: https://github.com /xhchrn

Employment History

Senior Algorithm Engineer Aug, 2022 — Present
Alibaba Group (U.S.) Inc., Bellevue, WA, USA
Manager: Dr. Wotao Yin

Research Intern Jun, 2021 — Aug, 2021
Microsoft Cloud & AlI, Bellevue, WA, USA Oct, 2020 — Dec, 2020
Supervisor: Dr. Yu Cheng and Dr. Zhe Gan Jun, 2020 — Aug, 2020
Research Intern Jun, 2019 — Nov, 2019

Max Planck Institute for Intelligent Systems, Tiibingen, Germany
Supervisor: Dr. Krikamol Muandet and Dr. Siyu Tang

Education Background

University of Texas at Austin Austin, TX, U.S.
Ph.D. in Electrical and Computer Engineering Aug, 2020 — Aug, 2022
Visual Informatics Group

Supervisor: Prof. Zhangyang (Atlas) Wang

Ph.D. Thesis: Sparsity prior in efficient deep learning based solvers and models

Texas A&M University College Station, TX, U.S.
Ph.D. in Computer Science (transferred with my advisor) Aug, 2017 — Aug, 2020
Supervisor: Prof. Zhangyang (Atlas) Wang

University of Science and Technology of China Hefei, Anhui, China
B.S. in Mathematics and Applied Mathematics Sep, 2013 — Jun, 2017

B.E. in Computer Science (Double Degree)

Research Interests

Large language models, LLM agents
Learning to optimize, meta learning
Efficient deep learning, sparse neural networks

Sparse optimization, inverse problems

Publications

T Most recent first.
* The authors equally contributed to the paper.
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Honors and Awards

Scholarships
— ICLR Travel Award Mar, 2019
— NeurIPS Travel Award Oct, 2018
— AAAI Student Scholarship Dec, 2017
— Outstanding New Student Award, Top Class Award Sep, 2013
Others
— Qualcomm Innovation Fellowship 2021 Finalist Jun, 2021
— COMAP’s Mathematical Contest in Modeling (MCM), Honorable Mention Apr, 2016
— Outstanding Young Volunteer, USTC Jul, 2014

Service and Teaching

— Reviewer:
A Top conferences:
> Conference on Neural Information Processing Systems (NeurIPS): 2019, 2020, 2022, 2023

> International Conference on Machine Learning (ICML): 2020, 2021, 2022, 2023
> International Conference on Learning Representations (ICLR): 2020, 2021, 2022, 2023
> Computer Vision and Pattern Recognition Conference (CVPR): 2020, 2021, 2022, 2023
> FEuropean Conference on Computer Vision (ECCV): 2020, 2022
> The International Conference on Computer Vision (ICCV): 2019, 2021, 2023
> The Association for the Advancement of Artificial Intelligence (AAAI): 2020, 2021, 2022
> Asian Conference on Computer Vision: 2020
> Winter Conference on Applications of Computer Vision (WACV): 2019, 2020, 2021, 2022,
2023
A Journals:

> Four articles for IEEE Access

Two articles for IEEE Transactions on Artificial Intelligence

Two articles for Transactions on Machine Learning Research

One article for Proceedings of Machine Learning Research

One article for IEEE Transactions on Pattern Analysis and Machine Intelligence
One article for IEEE Transactions on Emerging Topics in Computational Intelligence
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One article for IEEE Transactions on Computers
> One article for IEEE Transactions on Circuits and Systems for Video Technology

— Teaching Assistant:

— MIS 285N, Cognitive Computing, University of Texas at Austin (2021)

— MIS 286N, Emerging Technologies and Business Innovation, University of Texas at Austin

(2021)

— ECE 381V, Advanced Topics in Computer Vision, University of Texas at Austin (2021)

— Student Volunteer: AAAI 2018



